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Abstract
Plagiarism in online learning environments has a detrimental effect on the trust of online courses and their viability. Automatic plagiarism detection systems do exist yet the specific situation in online courses restricts their use. To allow for easy automated grading, online assignments usually are less open and instead require students to fill in small gaps. Therefore solutions tend to be very similar, yet are then not necessarily plagiarized. In this paper we propose a new approach to detect code re-use that increases the prediction accuracy by dynamically removing parts in assignments which are part of almost every assignment—the so called common ground. Our approach shows significantly better F-measure and Cohen’s $\kappa$ results than other state of the art algorithms such as Moss or JPlag. The proposed method is also language agnostic to the point that training and test data sets can be taken from different programming languages.
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Introduction
While MOOCs can increase access to education, there is concern that the openness of these courses result in fraud. One often cited fraud is plagiarism as pointed out by Cooper and Sahami [2]. With much larger courses compared to offline classes, manually checking students’ work is not feasible. While some providers try to increase the level of control by having students visit dedicated test centers, this also increases costs for students. Plagiarism detection is a possible solution to this challenge.

In programming assignments, it’s common to provide some template code to students, which will then be contained in almost all submissions. This part of the code forms the so-called common ground. If it is not considered, actual plagiarism can hide between valid code reuse. However, this is not the only value of the common ground. Simple tasks and code conventions (such as the name of a control variable in loops) also lead to common ground. As described by Mann and Frew [7] there are several more reasons why student programming assignments might by similar. So one important requirement of this tools is the reliable removal of the common ground in all submissions.

Common plagiarism tools (such as [10, 12, 1]) remove common ground with fixed probability. So a code fragment will not be considered after it occurs x-times in all submissions. In general, the students who plagiarize their submission try to mask this by making some changes. As described by Faidhi and Robinson [4], weak students often only make small changes like renaming some variables, or exchanging some lines of code without modifying the semantics at all. This includes changes on the common ground as well. Figure 1 shows an example of such a template file.

Additional these tools provide often the possibility to submit a common ground file. This enables the tool to ignore specific code fragments which were given with the assignment. This approach is a good option, but sometimes such a common ground file is not available. Code conventions or usual solutions can not be covered.

We introduce a method to dynamically remove common ground in code submissions and compare this approach to state of the art plagiarism detection software. Furthermore we answer two more specific research questions:

R1 Can dynamic common ground removal improve prediction quality?

R2 Can cross training improve results when the training data for one language is sparse?

Using Common-Ground Removal to Improve Code Re-Use Detection
Here we describe a metric which is used to specify the similarity between two submissions. We also show how a random forest tree can be trained to detect code re-use, based on that metric.

We use pairwise comparison of submissions. So a set of $N$ submissions (denoted as $S$) leads to $\frac{N(N-1)}{2}$ pairs to compare. Note that this detects code re-use, but does not distinguish which submission copied from the other.

In a first step, we preprocess all submissions to transform them into an n-gram representation—sets of small code fragments with a length of $n$. The advantage of this method is that permutations in the code lead to identical values in the similarity metric. So it is not possible to mask plagiarism by exchanging some lines of code. We store n-grams in a multiset to preserve how often they occur in a submission.
File 1: Submission A

```java
/** Read in query statements */
public static void readQueries() {
    // read in one integer
    int m = sc.nextInt();
    // loop to read pairs of [...]
    for (int i = 0; i < m; i++) {
        int start = sc.nextInt();
        int end = sc.nextInt();
        if (tree.isPathSafe(start, end))
            System.out.println("YES");
        else
            System.out.println("NO");
    }
}
```

File 2: Submission B

```java
/** Read in query statements */
public static void readQ() {
    // read in one integer
    int j = sc.nextInt();
    // loop to read pairs of [...]
    for (int i = 0; i < j; i++) {
        int start = sc.nextInt();
        int end = sc.nextInt();
        if (tree.isPathOk(start, end))
            System.out.println("YES");
        else
            System.out.println("NO");
    }
}
```

File 3: Template File

```java
/** Read in query statements */
public static void readQueries() {
    // read in one integer
    int m = sc.nextInt();
    // loop to read pairs of [...]
    for (int i = 0; i < m; i++) {
        sc.nextInt(); // modify this line
        sc.nextInt(); // modify this line
    }
}
```

Figure 1: Plagiarized submissions with marked code lines out of the template file. Submission A uses more code of the template file. In contrast submission B does a lot of changes at the template code lines. Removing these lines in submission A would reduce the similarity and lead to information loss. These submissions are out of the JAVA corpus described in [9].

Our metric should express which parts in each submission are individual and which are reused. Thus, for each n-gram \( \eta \) we define the probability \( p \) as how likely it is the same n-gram appears in other submissions (irrespective of how often it appears in them) as:

\[
p(\eta) := \frac{|\{s | s \in S \land \eta \in s\}|}{|S|}.
\]

We can now remove all n-grams that are equal or more likely than some threshold probability \( p \). Where \( s \) denotes a submission, we use \( s' \) to represent a submission filtered in this way.

In comparison to other plagiarism detection tools like Moss [12], this algorithm doesn’t use a fixed probability at which a code fragment won’t be considered anymore. The similarity metric of the algorithm is parameterized with the probability threshold \( p \) and the n-gram size \( n \).

The similarity of two submissions \( s_a \) and \( s_b \) is given as:

\[
sim(s_a, s_b, n, p) := \begin{cases} 
\frac{|s'_a \cap s'_b|}{\min(|s'_a|, |s'_b|)} & \text{if } s'_a = \emptyset \lor s'_b = \emptyset, \\
0 & \text{else}
\end{cases}
\]

where \( n \) describes the n-gram length. The intersection contains each n-gram as often as the minimum occurrence in one of the sets. The cardinality of the intersection depends on the length of the submissions. Hence, a high value of the cardinality not always leads to a high similarity in the sense that long submissions in general tend to have high frequency values here. This problem can be avoided by using a factor based on the maximum possible cardinality. The extreme case is when one submission completely contains another. In that case the cardinality equals the frequency of all n-grams in the shorter submission.
Ideal parameter choice of $n$ and $p$ varies between different assignments. They are based on how much code is given in the assignment or how much different solutions are common for that task. We chose to take this variation into account, and train a random forest classifier for this task. As feature vector this classifier uses:

$$
\begin{pmatrix}
    \text{sim}(s_a, s_b, n_0, p_0) \\
    \vdots \\
    \text{sim}(s_a, s_b, n_m, p_m)
\end{pmatrix}.
$$

By computing similarity for different parameter values, and including all those measures in the final feature vector, we enable the classifier to take into account this variation.

Our final vector includes n-grams lengths of 3, 10, and 20 (see Figure 2 for an example comparison of how n-gram size impacts similarity). We furthermore include ten different thresholds for $p$: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, and 1.0. Finally, we also include the special case of not removing any common ground.

By having $p$ vary, we can remove the common ground dynamically. With decreasing probability $p$ the amount of code that will be removed increases. At some value for $p$ we remove plagiarized code parts in the submissions. The similarity between plagiarized submissions is now low as well. It is not possible anymore to separate reused code and original submissions. We do not consider the value $p = 0.0$, because when removing all code, no separation between submissions is possible (see Figure 3).

**Measurements**

To compare our results we use F-measures. As F-measure is sensitive to unequal class distributions we also report Cohen’s Kappa. In both cases we report standard deviations where possible. To investigate differences we use Pearson’s chi-squared test.

![Figure 2: This plot shows the similarity distribution for three n-gram sizes considering all thresholds for $p$ (using the JAVA training corpus [5]). We find a good separation of the plagiarized and non-plagiarized submissions for n-gram sizes 10 and 20. The pattern changes for different corpora.](image)

![Figure 3: Plotting similarity (also using submissions from [5]) for different thresholds of $p$ (with a fixed $n = 3$) shows the benefit of dynamic common ground removal.](image)
Results
To compare our approach we use the training corpus provided by the SOCO 2014 challenge [5]. The corpus contains submissions in Java ($n = 259$, 26 incidents of code reuse) and C ($n = 79$, 84 incidents of code reuse).

We report on three different results of our experiment: the difference between our approach and a set of baseline methods, the differences between our dynamic removal approach and our static approach, and the effect of cross training the classifier with samples from one language and predicting outcomes of samples written in the other language.

Baseline comparison
We compare our dynamic approach to three baseline approaches Moss, JPlag (results taken from [5]), and the best contender of the SOCO challenge as reported in [5]. We obtained the results for Moss from its online tool.

Table 1 shows F-measure means and standard deviations of all tested approaches. The results indicate that our dynamic approach has a better performance for the given dataset than any other approach. The Kappa results in Table 2 show that for the given data set our approach has a good balance of true positive and true negative results. Finally, Table 3 shows that the differences between Moss and our approaches are significant.

Dynamic vs. Static Removal
As Table 2 indicates our dynamic removal approach shows better results than the static approach for all data sets. The difference between both approaches are significant as shown in Table 3.

---

Table 1: Average F-measure results and standard deviations of 20 test runs of our approach on two assignment sets (JAVA and C). JPlag results where taken from [5] without SD. The Best row shows the results of the best contender of the SOCO challenge. Please note that the best contender for C is different from the one for JAVA.

<table>
<thead>
<tr>
<th></th>
<th>C (SD)</th>
<th>JAVA (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPlag</td>
<td>0.30 (–)</td>
<td>0.55 (–)</td>
</tr>
<tr>
<td>Moss</td>
<td>0.37 (0.05)</td>
<td>0.55 (0.05)</td>
</tr>
<tr>
<td>Best [5]</td>
<td>0.42 (0.03)</td>
<td>0.66 (0.04)</td>
</tr>
<tr>
<td>Static</td>
<td>0.38 (0.03)</td>
<td>0.75 (0.06)</td>
</tr>
<tr>
<td>Static (Cross)</td>
<td>0.46 (0.04)</td>
<td>0.70 (0.09)</td>
</tr>
<tr>
<td>Dynamic</td>
<td>0.47 (0.01)</td>
<td>0.80 (0.01)</td>
</tr>
<tr>
<td>Dynamic (Cross)</td>
<td>0.54 (0.01)</td>
<td>0.72 (0.01)</td>
</tr>
</tbody>
</table>

Table 2: Average Cohen’s $\kappa$ results and standard deviations of 20 test runs of our approach on two sample sets (JAVA and C). The rows marked with (Cross) indicate cross training results.

<table>
<thead>
<tr>
<th></th>
<th>C (SD)</th>
<th>JAVA (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moss</td>
<td>0.37 (0.03)</td>
<td>0.53 (0.05)</td>
</tr>
<tr>
<td>Static</td>
<td>0.38 (0.03)</td>
<td>0.73 (0.06)</td>
</tr>
<tr>
<td>Static (Cross)</td>
<td>0.43 (0.04)</td>
<td>0.68 (0.08)</td>
</tr>
<tr>
<td>Dynamic</td>
<td>0.47 (0.01)</td>
<td>0.79 (0.01)</td>
</tr>
<tr>
<td>Dynamic (Cross)</td>
<td>0.52 (0.01)</td>
<td>0.71 (0.01)</td>
</tr>
</tbody>
</table>

---

1https://theory.stanford.edu/~aiken/moss/
<table>
<thead>
<tr>
<th></th>
<th>Java Samples</th>
<th>C Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$</td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>S vs. D</td>
<td>13K (11K)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>S vs. M</td>
<td>13K (12K)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>D vs. M</td>
<td>14K (8K)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Table 3: Results of Pearson’s $\chi^2$ tests comparing the three different approaches (S)tatic, (D)ynamic, (M)oss. Numbers in round brackets are for the cross training results. All p-values are below the 0.001 $\alpha$-level.

Cross Training
As Table 2 indicates cross training does not deteriorate the results of our approach. In fact cross training enhance some results. The classifier trained on Java samples to predict code reuse in C samples shows better results than the classifier trained on Java samples. The reason for this is most likely the fact that the Java samples have more code reuse samples (84) than the C samples (24).

Conclusion
We introduced an algorithm which improves the common ground removal in student programming assignments. The algorithm is language independent and does not require structural information, which would need to be provided for every target language (this is an advantage over structure-metric approaches, such as [11]). It uses a random forest tree to classify each pair of submissions as either plagiarism and original submission. With dynamic common ground removal there is no need for educators to submit a template to mark common code fragments.

Additionally, dynamic common ground removal covers code fragments which might be similar for other reasons (following some code conventions, or similar solutions for some easy task). This also avoids the removal of hints towards plagiarism which are supported by the common ground. Students might, e.g., change the common ground to mask plagiarism. Hence, removing it in all other submissions would hide this similarity.

For the given data set, our approach is better than other state of the art algorithms. F-measure and Cohen’s Kappa results obtained indicate that our approach is significantly better than Moss even without dynamic common ground removal. Compared to JPlag our algorithm shows 25%-80% F-measure increase. Compared to the best results reported by [5] the increase is between 10% and 28% when used with cross training. We can thus answer R1 positively as dynamic common ground removal shows significantly better Kappa results than the static approach. Finally we can conclude that for the given data set cross training can help obtaining significantly better results when the training data is sparse (R2).

Our system computes pairwise similarities between submissions. This already is a valuable aid for educators and reduces the set of pairs they need to manually validate. Existing clustering approaches for plagiarism detection (such as [8]) could be run on top of our system to further help support this task.

This overall shows, that our dynamic approach to common ground removal can boost performance in plagiarism detection. Such improved plagiarism detection can increase trust in assignments of MOOCs or other large classes. Reliability of plagiarism detection is a vital component when giving credit for online classes, ensuring the quality of the work being done (relying on an honor code is not sufficient [3]). Such quality improvement is especially important for students without access to traditional education offerings, and has the potential to increase their retention rate (a problem in MOOCs [6]).
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